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INTRODUCTION

Cloud computing has recently emerged as a 
service model where users obtain short-term 
access to large-scale computational resources, 
potentially at lower cost than purchasing and 
administering computing hardware (Armbrust 
et al., 2009). Most of the initial drive and 
interest in cloud computing has been in the 
IT community. More recently, there has been 
growing interest on using cloud computing 
as a platform for computational science and 
engineering (Shainer et al., 2010)
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ABSTRACT
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benefits	and	practical	challenges	that	a	medium-sized	manufacturing	firm	faced	when	attempting	to	leverage	
computing	resources	in	a	cloud	computing	environment	to	do	model-based	simulation.	Results	show	substantial	
reductions	in	execution	time	for	the	problem	of	interest,	but	several	socio-technical	barriers	exist	that	may	
hinder	more	widespread	adoption	of	cloud	computing	within	engineering.

The term computational	science refers to 
the application of computers for solving scien-
tific problems, particularly the use of computer 
simulations to predict physical phenomena (Post 
& Votta, 2005). The term computational	engi-
neering, analogously, refers to the application 
of computers in solving engineering problems 
(Post, 2009). While there are many similarities 
between computational science and computa-
tional engineering, important differences also 
exist. Computational engineers use computers 
to do virtual	prototyping, analyzing the behavior 
and failure modes of proposed designs through 
model-based simulations. Virtual prototyping 
has the potential to reduce both engineering DOI: 10.4018/joeuc.2011100103
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development time and cost by reducing the 
amount of physical prototyping required to 
do a design validation, as well as opening up 
possibilities for design optimizations. Com-
mercially available engineering packages put 
these simulation techniques within reach of 
the end-user engineer, although a high degree 
of domain expertise is required to set up and 
interpret the results of such simulations.

Engineering simulations are extremely 
computationally intensive, with simulations 
taking anywhere from hours to days or weeks, 
depending on the type of simulation required. 
Many of these commercial engineering pack-
ages have support for running on high-perfor-
mance computing (HPC) systems, and a survey 
of larger engineering firms indicates that such 
firms take advantage of HPC (Joseph et al., 
2004). However, such systems are expensive 
to maintain and require additional IT expertise, 
rendering them inaccessible to many smaller 
engineering firms.

In this paper, we describe a feasibility study 
undertaken by the authors to help determine 
whether the use of remote HPC resources 
for modeling-based simulation would have a 
positive return on investment for a small-to-
medium-sized manufacturing company. This 
paper describes our experiences, including the 
benefits of reduced processing time, as well 
as practical challenges that we faced while 
supporting computational engineers in using 
remote HPC resources.

RELATED WORK

Armbrust et al. (2009) provide a broad overview 
of the costs, benefits, and challenges of cloud 
computing. Although they do not focus specifi-
cally on scientific and engineering applications, 
they discuss several issues that appear in this 
study, such as batch processing of parallel 
processing applications, compute-intensive 
desktop applications, data transfer bottlenecks, 
and data licensing issues.

Cloud computing for computational 
science and engineering is a very young but 

increasingly active area, as evidenced by 
new workshops emerging in 2010 such as the 
first Workshop on Science Cloud Computing 
(ScienceCloud) (http://dsl.cs.uchicago.edu/
ScienceCloud2010/) and Cloud Futures 2010: 
Advancing Research with Cloud Computing 
Workshop (Faculty Connection, 2007). Some 
early experience reports have begun to emerge. 
Hoffa et al. (2008) explored the use of cloud 
computing for executing a scientific workflow 
in the field of astronomy. Lauret and Keahy used 
cloud computing resources to quickly perform 
a preliminary analysis of a nuclear physics ex-
periment in time to submit a conference paper 
(Heavy, 2009).

The MapReduce programming model has 
dominated much of the early interest in cloud 
computing applications. Dean and Ghemawat 
(2004) introduced the MapReduce model of 
processing datasets on large clusters, which has 
been implemented by the open-source Hadoop 
project (Bialecki et al., 2007). Much of the 
current cloud computing research focuses on 
data-intensive applications that map well to this 
model, such as indexing of spatial databases 
(Cary et al., 2009), processing very large graphs 
(Zhao et al., 2009; Cohen, 2009), and index-
ing of very large text corpora for information 
retrieval (Callan & Kulkarni, 2009)

There are also ongoing research projects 
to develop software infrastructure to support 
the creation of private clouds for scientific use. 
These efforts include Eucalyptus (Nurmi et al., 
2009), OpenNebula (Sotomayor et al., 2008), 
Nimbus (Keahy et al., 2009), and Cumulus 
(Wang et al., 2008).

THE COMPUTATIONAL 
ENGINEER AS END USER

There is substantial overlap between computa-
tional scientists and computational engineers. 
Both of them model physical phenomena and 
simulate these models using computers to es-
timate the physical behavior of interest. Many 
of the underlying physical and mathematical 
computational machinery are the same (e.g., 
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finite element methods, sparse linear solvers). 
However, the goals and contexts of these two 
groups differ.

Case studies of computational science 
projects to date suggest that most such code is 
“research code”, written in a research lab such as 
a university or government-sponsored research 
environment. Examples include Hochstein and 
Basili’s (2008) case studies of five university-
based projects funded by the U.S. Department 
of Energy, Carver et al.’s (2007) retrospective 
case studies of five projects sponsored by 
various U.S. government agencies, and East-
erbrook and Johns’ (2009) ethnographic study 
of software development practices in a large 
U.K. government-funded climate research lab. 
Computational scientists will typically either 
write their own research code, or use some-
one else’s, but it is rare to find commercially 
available computational science software that 
does model-based simulation (Gaussian, a 
commercial software package for computa-
tional chemistry, is a notable exception). By 
contrast, in computational engineering there is 
a significant market for commercial software 
that performs model-based simulation, such 
as ANSYS, FLUENT, MD NASTRAN, NEI 
NASTRAN, ABAQUS, STAR-CD, LS-DYNA 
and COMSOL Multiphysics. These tools enjoy 
wide commercial usage, and many are now able 
to take advantage of HPC systems. The effective 
result is that the computational engineer is much 
more of a traditional end-user, seldom called 
upon to write software directly.

Because commercial software packages 
must support a wide range of simulations, 
and because significant domain knowledge is 
required to understand the different simulation 
options, they are very complex pieces of soft-
ware. A computational engineer must devote 
considerable time and effort to master the use 
of one of these commercial software packages. 
While many packages have a modern graphi-
cal user environment, they also have extensive 
command languages to support playback and 
batch processing. For example, the ANSYS soft-

ware package implements a scripting language 
called the ANSYS Parametric Design Language 
(APDL), which has a FORTRAN-like syntax. 
In effect, these commercial tools can be thought 
of as domain-specific, graphical programming 
environments. Figure 1 shows some ANSYS 
commands, based on a tutorial by Quon and 
Bhaskaran (2002).

The end-goals of the activities of compu-
tational scientists are described in the case 
studies performed by Hochstein and Basili 
(2008), Carver at el. (2008) and Easterbrook 
and Johns’ (2009), as well as by Segal (2005) 
and Basili et al. (2008). Based on our observa-
tions, the goals of computational engineers 
differ. In general, a computational scientist is 
interested in learning about particular physical 
phenomena for its own sake. The computa-
tional engineer is interested in validating or 
optimizing the performance of a particular 
product to be manufactured and sold. These 
differences in goals can affect the time con-
straints that they work under (e.g., product life 
cycles vs. publication deadlines). In addition, 
being in a corporate environment impacts the 
exchange of information with others outside of 
the organization. Even information exchange 
with customers and suppliers about computer-
based models can be limited due to concerns 
about trade secrets.

Another significant difference between 
computational science and computational engi-
neering is the role of verification and validation. 
In many computational science applications, the 
motivation for using computer simulation is that 
running physical experiments as an alternative 
are either prohibitively expensive, or practi-
cally impossible. By contrast, in computational 
engineering, computer simulation is part of a 
larger process that will involve the construction 
and testing of physical prototypes. The compu-
tational scientist may never discover how well 
his or her simulations approximate reality. For 
better or for worse, the computational engineer 
will eventually find out.
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STUDY CONTEXT

Study Motivation

The case study described here is one of a series 
of studies funded by the Defense Advanced 
Research Projects Agency (DARPA) to de-
termine whether manufacturing companies 
in the U.S. Department of Defense’s supply 
chain can benefit from using high-performance 
computing for model-based simulation. There 
is increasing concern among policymakers in 
the United States about the decline of the U.S. 
manufacturing industry over the past several 
decades (National Academies, 2007). This is 
of particular concern to the U.S. Department 
of Defense because of the potential national 
security risks involved in becoming dependent 
on foreign manufacturers.

Because of the structure of the global 
economy, American manufacturers cannot 
compete with foreign manufacturers on labor 
costs. Therefore, American manufacturers 
are required to innovate to remain competi-
tive in a global marketplace (Helper, 2009). 
The application of model-based simulation in 
engineering design has been proposed as one 
such innovation to improve the competitiveness 
of the manufacturing sector (Glotzer, 2009), 
with higher-fidelity simulations performed us-
ing high-performance computing (Council on 
Competitiveness, 2009). The motivation for this 

study is to understand the practical benefits and 
obstacles that a manufacturing company would 
face when trying to leverage high-performance 
computing resources.

The Organization

To conduct this study, we partnered with an 
engineering company (hereafter referred to as 
“Company X”) that supplies fuel injection sys-
tems for commercial and military applications. 
The partnership was facilitated by a previous 
relationship we had with one of their customers. 
A medium-sized business, Company X employs 
about 200 people, with three computational en-
gineers on staff. These computational engineers 
take the CAD models from the design engineers, 
construct finite element models, and then use 
computational tools to predict whether the part 
will fail under various conditions it may be 
subjected to during operation. Before beginning 
the study, Company X had no previous plans 
to pursue HPC.

Their primary software tool is ANSYS Me-
chanical, a commercial finite-element analysis 
solver that can simulate structural and thermal 
stresses. For more sophisticated simulations, 
the engineers also use CD-adapco’s STAR-
CD, a computational fluid dynamics solver. 
Using STAR-CD can increase the accuracy of 
the simulation outputs under certain scenarios 

Figure	1.	Example	ANSYS	commands	for	defining	a	bicycle	crank
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(e.g., to obtain more accurate estimates of heat 
flows due to convection).

Cloud Computing Resources

To identify a suitable cloud computing provider, 
we had two considerations: performance, and 
an environment that complies with the U.S. 
International Traffic in Arms Regulations 
(ITAR). Most modern HPC systems are clus-
ters: independent computers (or nodes) that are 
connected together via a network. In that sense, 
any cloud computing resource has the ability 
to provide users with a cluster by requesting 
several nodes on demand. However, for many 
model-based simulation problems, the speed 
of the network interconnect is a critical part 
of the performance of software that will run 
in parallel on the system. Because of the need 
for a high-speed interconnect, it is unclear how 
well performance will be on cloud computing 
providers such as Amazon’s Elastic Compute 
Cloud (Amazon, 2009), because there is no 
guarantee that multiple nodes requested will 
be on the same local network.

ITAR is a set of United States regula-
tions, enforced by the Department of State, 
which restricts certain U.S. exports to protect 
national security. Computer models of designs 
for military vehicles typically fall under ITAR, 
which restricts who can access data. In particu-
lar, only those the State Department classifies 
as “U.S. persons” are permitted to handle 
such data. This severely restricts the use of 
cloud computing resources for processing of 
ITAR data, because such organizations would 
have to certify that no “foreign persons” have 
electronic or physical access to the data. Since 
Company X manufactured components for both 
commercial and military vehicles, support for 
ITAR processing was an important attribute for 
selecting a resource provider.

After examining several cloud comput-
ing providers, we chose IBM’s Computing on 
Demand (CoD) service because they were the 
only provider able to provide us with both a 
high-speed interconnect and an ITAR-compliant 
environment. We rented a 14-node dual-

processor, dual-core, Intel-based Linux cluster, 
connected via a high-performance Infiniband 
network between the nodes.

DEMONSTRATION PROBLEM

The computational engineers selected one of 
their fuel nozzle designs to serve as the driver 
problem for the feasibility study. The finite 
element model for the nozzle study has ap-
proximately six million degrees of freedom 
(MDOF), which is a relatively large model for 
Company X. The corresponding ANSYS data-
base file takes up about 1.7GB of space on the 
file system. They chose this particular design 
because it was one they happen to be working 
on at the time of the study, and because the 
structure was more complex than their typical 
models, which made it a good candidate for 
doing the simulation on an HPC system.

Transient Thermal 
Structural Response

The main simulation of interest was a transient 
thermal structural response problem, also known 
as a thermal shock problem, and is shown 
in Figure 2. As the nozzle operates, fluids at 
changing temperatures move through it. These 
moving fluids result in convective heat transfer 
that causes changes in temperature in the nozzle. 
The purpose of the simulation is to estimate the 
structural stresses that the fuel nozzle undergoes 
over an interval of time because of these tem-
perature changes. Using information from the 
customer, the computational engineer estimates 
the thermal surface loads at several time points 
within the time interval of interest, which serve 
as boundary conditions for the simulation.

The complete simulation is a two-stage 
process. The first stage is a transient thermal 
simulation, where the ANSYS software calcu-
lates how the temperature distribution of the 
nozzle varies over time given the boundary 
conditions. The second stage is a static struc-
tural simulation, where the ANSYS software 
calculates the structural stresses in the nozzle 
at a particular point in time using the tempera-
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ture distribution at that time point from the 
thermal analysis. The engineers chose 81 time 
points in the interval for doing structural 
analyses. Note that the structural analysis at 
each time point is independent: once the tem-
perature distribution is known, no other infor-
mation from previous time points is required.

The workflow for this problem is shown 
in Figure 3. Each time ANSYS is invoked, it 
takes as input a database file containing a finite 
element model (in this case, nozzle.db for all 
invocations), and a command file that specifies 
what analyses are to be done. By convention, we 
put the word “driver” in the file name for these 
command files. In addition to the database file 
and command file, there may be other inputs 
depending on the problem.

In depicting the thermal analysis, we have 
separated it out into two stages to show the flow 
of the various data files. In practice, the bc-
driver.txt and thermal-driver.txt file can be 
concatenated and this can be run as a single 
ANSYS invocation.

The thermal boundary conditions files 
contain information about the expected ther-
mal loads of the fuel nozzle over time, based 
on information from the customer. For this 
simulation, the engineer selected 40 time 
points over the interval of interest for doing the 
transient thermal analysis. Within the model, 
the engineer assigns variable names to areas 
of interest (e.g., ZONE1), and the boundary 
condition files specify temperature and heat 
loading conditions to these regions. Before AN-
SYS can run this simulation, it must translate 
those constraints from named regions to con-
straints on the individual elements within the 
model. While the thermal boundary condition 
files are quite small (40-70 LOC, or 1.1KB), 
the corresponding load files are much larger 
(170 – 300 KLOC, or 135 MB). Most of the 
potential advantage of HPC comes from the 
structural analyses, which can be executed 
independently. Generating the load step files 
can also be done in parallel, although this 
step is not as time consuming as the structural 
analysis. Since ANSYS has HPC support, there 
is also potential benefit of running the thermal 

analysis on an HPC system. In addition, it is 
also possible to generate the load step files 
in parallel.

Dynamic Stress Analysis

The engineers also selected a dynamic stress 
analysis scenario as a challenge problem for 
the study. This is a frequency analysis of the 
nozzle at operational temperatures, also known 
as a model analysis. The engineer specifies 
a frequency range, and the ANSYS software 
subjects the model to structural vibrations at 
frequencies within the range. In such analyses, 
the engineers wish to verify that the natural 
frequencies, or modes, of the system, do not fall 
within the expected vibrations that the nozzle 
will be subjected to during its operation. These 
types of simulations are extremely computa-
tional intensive, and Company X would not 
typically attempt this type of simulation using 
such a large model.

As shown in Figure 4, the workflow of the 
dynamic stress analysis is much simpler: a single 
database file and command file, generating a 
single results file.

Challenges of Running in a Cloud 
Environment

The previous section demonstrates the potential 
benefits of running simulations on HPC systems. 
In this section, we discuss the challenges related 
to running HPC simulations within a cloud 
computing environment.

Licensing Issues

Most users have encountered a software license 
agreement, typically in the form of an end-user 
license agreement: a series of legalistic text 
that describes how we are permitted to use 
the software. As end-users, most of us simply 
click the “Accept” button without a passing 
glance. However, in corporate environments, 
software license agreements may be treated just 
like any other contract, requiring approval and 
possible modification of license agreements 
by legal departments.
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When we began this study, we were un-
prepared for the complexity of dealing with 
license agreements with respect to the ANSYS 
software. In our case, the cost was not an issue, 
as ANSYS provided us access to the software 
without charge for this project. But they had 
never dealt with the complexity of the situation 
where the license holder (University of Southern 
California) was different from the intended us-
ers (engineers at company X), which was also 
different from the site where the software would 
be installed (IBM Computing on Demand).

Complicating issues even further, the 
legal department at the University of Southern 
California desired some modifications to the 
language of the license agreement. Resolving 
the license agreement issues to the satisfaction 
of legal departments at all four organizations 
(ANSYS, USC, Company X, IBM) took 
months of document exchanges. Table 1 shows 
an abbreviated timeline of the events involved 
in obtaining access to the IBM Computing on 
Demand resources and the ANSYS software 
and licenses. Note the span of time between 
when ANSYS agreed to donate licenses for 
this project to the time that software was 
obtained (five months), and the time between 
establishing what IBM computing services 
are requested and when the services became 
available (four months).

Software and Hardware 
Configuration Issues

IBM’s Computing on Demand uses the 
Infrastructure-as-a-Service (IaaS) model; IBM 
initializes the nodes with a supported Linux 
distribution of the user’s choice, and then pro-
vides the user with root access. It is then up to 
the user to install and configure the applications 
they wish to run on the cloud. In our case, that 
involved installing ANSYS Mechanical, as well 
as the TORQUE open-source resource manager 
for launching parallel jobs on the node.

The fourteen IBM compute nodes we 
rented had both gigabit Ethernet and Infiniband 
network interfaces. ANSYS can be run in HPC 
mode to take advantage of multiple processors, 
implementing parallelism through the use of the 
Message Passing Interface (MPI) library. The 
term “MPI” does not refer to a specific library, 
but rather a standardized library interface (Don-
garra et al., 1996) for FORTRAN, C and C++, 
for which there are multiple implementations. 
ANSYS ships with two MPI implementations, 
one by HP (the default) and another by Intel. 
For ANSYS to take advantage of the high-speed 
Infiniband interconnect, it requires Infiniband 
support in both the operating system and the 
MPI implementation. We initially wanted to 
install CentOS Linux 5 as the operating sys-

Figure	2.	Transient	thermal	structural	response
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tem, but the drivers were not compatible with 
the Infiniband interfaces, so we were forced to 
install CentOS Linux 4, instead. According to 
the documentation, both the HP and Intel MPI 
implementations had support for Infiniband. 
However, in practice, the HP-MPI library was 
not compatible with the Infiniband interconnects 
installed on our nodes, which caused ANSYS 
to crash each time we attempted to run it over 
Infiniband. Switching to the Intel MPI library 
eventually resolved the problem.

When we had the software configured and 
began doing ANSYS runs, we soon discovered 
errors due to the hard drives on the compute 
nodes filling up. The default configuration had 
only 67 GB of space, which was inadequate to 
store the input files, output files, and intermedi-
ate files from our ANSYS runs. We upgraded 
the storage on the local nodes to support the 
simulations.

Network and VPN 
Configuration Issues

To access remote resources in the cloud, the 
computational engineers must be able to log into 
the remote machines from inside Company X. 
However, the company’s network configuration 
was not designed with this type of remote ac-
cess in mind. In general, the IT personnel work 
to secure the network to prevent unauthorized 
machines from joining the network.

Company X’s network only allows 
outbound connections to the web, and only 
through a web proxy. The IT department had 
to change the firewall rules to allow outbound 
SSH connections from certain machines so that 
computational engineers could log into a test 
cluster at ISI.

To access IBM Computing on Demand 
resources, users connect through a virtual 
private network (VPN). We had installed the 
ANSYS license server on the head node of the 
test cluster at ISI, so that we could have an HPC 
environment for running ANSYS applications 
when not renting time on IBM. Each node in a 
cluster that runs an instance of ANSYS needs to 
be able to connect to an ANSYS license server 
and check out a token. The implication of this 
was that the nodes in IBM’s cluster had to be 
able to access the head node of the ISI cluster. 
Therefore, we had to maintain a VPN connection 
between the ISI head node and IBM whenever 
running ANSYS.

Ideally, the VPN connection should be 
maintained indefinitely. Each time the head 
node initiated a new connection to the VPN, 
it was assigned a new IP address on the VPN, 
which necessitates altering a configuration file 
on the IBM nodes to point to the right location 
for the license server.

IBM provides a range of VPN connectivity 
options depending on the number of concurrent 
users required and the maximum throughput 

Figure	3.	Workflow	for	transient	thermal	structural	response
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needed for the application. These options 
included both “hardware VPNs” (physical 
machines that are connected to the network) 
and “software VPNs” (software clients that 
run on a machine with Internet access). In our 
circumstance, the overhead of configuring a 
hardware VPN for a network seemed too high, 
so we chose a software VPN solution.

IBM offered two software VPN solutions: a 
software VPN client that works over UDP, and 
an “SSL VPN” that works over an SSL tunnel, 
which uses TCP. We began with the UDP-based 
software VPN client, since a UDP-based VPN 
tunnel should have better performance. The 
commercial Linux version of the VPN client 
that we obtained did not function properly on 
the license server machine. Fortunately, an 
open-source implementation of the VPN client 
was available, and worked properly. However, 
we discovered that the VPN connection would 
automatically timeout after about 24 hours. This 
24-hour timeout was hard-coded into the VPN 
server implementation.

We opted instead to switch to an SSL 
VPN solution. This tunnels the VPN over an 
SSL connection. This had a lower effective 
throughput than the UDP-based VPN, but it 
did not have the timeout issues. In addition, 
because the network bottleneck was not based 
on the VPN, the lower performance of the SSL 
VPN was less of an issue.

We did run into several troubles with the 
SSL VPN. In particular, the supplied VPN 
clients did not work properly on Linux. For-
tunately, an open-source implementation of a 

Linux client was available that was compatible 
with the VPN (Knight, 2007).

Network Performance

The goal of using a cloud computing environ-
ment is to save compute time. However, there 
is overhead associated with transferring data 
to and from the cloud.

Figure 5 shows the network configuration. 
As mentioned earlier a customer has a choice 
of different VPN solutions depending on the 
network throughput and number of concur-
rent users required. However, in our case, the 
performance bottleneck of the network was 
on Company X’s network. The computational 
engineers were located at a branch office of 
Company X, and all network traffic bound 
for the Internet had to be routed through the 
corporate office, over a T1 line that was shared 
by the entire branch office.

Our network transfer tests revealed an ef-
fective throughput of about 130 KB/s from 
Company X to IBM CoD. Table 2 shows esti-
mates of the file transfer times. Note that a 
structural analysis consists of 81 independent 
structural analyses and therefore generates 81 
structural results files, each of which is ap-
proximately the same size.

Recall that we saved about 90 hours (about 
four days) by running the transient analysis in 
the cloud environment. While the time to upload 
the input data is reasonable (about four hours), 
the download times for the output data are 
clearly prohibitive. At these transfer times, this 

Figure	4.	Workflow	for	dynamic	stress	analysis
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time saving is swamped by the amount of time 
required for downloading all of the data (587.9 
h), which is roughly three and a half weeks.

The result was that we needed to identify 
an alternate way for the engineers to be able to 
access the simulation data for post-processing. 
Typically, when a simulation is complete, 
the engineers visualize the simulation results 
through ANSYS, using false color to view the 
distributions of different types of analysis, such 
as temperature and various different types of 
stress measures. This is a highly interactive 
process, as the engineer manipulates a 3D model, 
selecting and zooming in on various areas.

We evaluated the feasibility of doing inter-
active remote post-processing. Since ANSYS 
on Linux is an X11 application, in principle it 
can be run remotely. In practice, the bandwidth 
of the network connection was simply too low 
to allow the computational engineers to view 
the simulation results over the network. We 
evaluated two remote visualization solutions 
that were designed to provide better perfor-
mance than X11.

NoMachine’s NX accelerates remote X11 
applications by using various strategies to com-
press the X protocol, reducing the amount of 
round-trip network interactions (Pinzari, 2003). 
While we did observe better performance using 
NX, the response time was still much too slow 
to be usable by the engineers.

One of the drawbacks of NX is that it cannot 
take advantage of the 3D acceleration provided 
by modern video cards, and post-processing 
involves visualization and manipulation of a 
3D model. To evaluate whether 3D accelera-
tion would improve performance, we evaluated 
VirtualGL (Commander, 2009a) to accelerate 
remote visualization. VirtualGL takes advan-
tage of graphics accelerator hardware located 
on the remote server. It is designed to be used 
in conjunction with other remote visualization 
tools. We evaluated it in conjunction with 
NX, as well as with TurboVNC (Commander, 
2009b), a remote visualization tool that imple-
ments the Virtual Network Computing protocol 
(Richardson, 2009). The compute nodes in our 
cluster at IBM did not contain any graphics 

accelerator hardware. Fortunately, IBM also 
maintains a visualization node that is intended 
specifically for supporting remote visualization 
and contains graphics accelerators. To evaluate 
the VirtualGL solution, we obtained access to 
the visualization node. The responsiveness of 
the remote application was too poor for it to be 
usable. Our final solution was to implement a 
web-based post-processing solution. Another 
potential solution would be to simply ship an 
external hard disk via overnight delivery from 
IBM to Company X.

WEB-BASED REMOTE 
POST-PROCESSING

To support the engineers in doing post-process-
ing of the data, we had to provide them with 
information about the results without requiring 
them to download hundreds of gigabytes of 
data. Networking issues aside, we also had to 
provide them with some way of dealing with 
this large volume of data. In their traditional 
workflow, the engineers would work sequen-
tially, running a single simulation, examining 
the results, and then running another one. In 
this case, we had given them the results from 
81 different simulations, and they had no way 
of dealing with all of this data other than to 
examine each file sequentially.

We developed the HPC Remote Simulation 
Portal (RemoteSimPortal) to support remote, 
parallel post-processing. RemoteSimPortal is 
a web-based front-end for ANSYS that allows 
the engineers to explore the results from many 
simulations at once. Figure 6 shows a screen-
shot of the initial view of RemoteSimPortal. 
This view shows the results of the model for 
several different types of analyses, at several 
different viewpoints.

Clicking on one of these images will pro-
vide a thumbnail view. Assuming the results 
contain multiple time points (in the case of a 
transient analysis) or multiple frequency points 
(in the case of a harmonic analysis), all of the 
different points will be visible. The engineer 
can scan through to identify points of interest, 
and then click on one for more detail.
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The engineer may also select a new view-
ing angle, as well as selecting a subset of nodes 
to focus on a region of interest. The engineer 
brings up the input model in ANSYS, chooses 
the desired view with the ANSYS interface, and 
selects the desired nodes. Next, the engineer 
opens up the ANSYS session editor, which keeps 
a log of all of the user interface commands, and 
copies and pastes them into a field in a web form 
and clicks the “Generate” button. The result is 
a visualization of the subset of nodes, as well 
as a text listing of the numerical values of the 
selected nodes, which can then be copied and 

pasted into a text file for later analysis with a 
different program such as Excel. In this way, 
RemoteSimPortal provides some interactivity 
without the need for large downloads.

PERFORMANCE ANALYSIS

In this section, we compare the time to execute 
these simulations on IBM’s Computing on 
Demand resources, as compared to the time to 
execute the simulations on Company X’s desk-
top. Table 3 shows a summary of the computing 
hardware used for the comparisons.

Table	1.	License	negotiation	abbreviated	timeline	

Date Service Event

7/15/08 IBM Initial telecon with IBM to discuss service

7/18/08 IBM IBM sends USC preliminary service agreement

7/24/08 IBM IBM sends USC pricing proposal

7/29/08 ANSYS ANSYS agrees to donate license

8/6/08 IBM Telecon with IBM to establish service requested

8/13/08 IBM Updated pricing info from IBM

9/4/08 IBM IBM sends USC service agreement

9/9/08 IBM USC legal requests changes

9/23/08 ANSYS ANSYS sends license agreement

10/13/08 ANSYS USC legal requests changes

10/16/08 IBM IBM responds to USC legal changes

10/21/08 IBM USC legal requests changes

10/22/08 IBM IBM legal responds to USC

10/23/08 IBM USC legal responds to IBM

11/18/08 IBM USC signs IBM agreement

11/19/08 ANSYS ANSYS legal responds to USC

11/19/08 IBM USC requests billing info from IBM

12/1/08 ANSYS IBM comments on ANSYS letter

12/4/08 IBM IBM signs agreement, provides VPN access

12/10/08 IBM IBM sends machine login information

12/17/08 IBM IBM nodes become accessible

12/17/08 ANSYS ANSYS responds to IBM

12/19/08 ANSYS USC signs ANSYS agreement

12/26/08 ANSYS ANSYS software obtained
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Transient Thermal Structural 
Response

Recall that the main simulation was a transient 
analysis that involved a thermal and structural 
analysis over an interval of time (Table 4). In the 
first phase, a thermal analysis is performed that 
models the heat flows through the nozzle over the 
time interval. This analysis will determine how 
the temperature distribution across the nozzle 
changes over the time. In the second phase, 
several time points on the interval are selected 
and structural analyses are performed using 
the temperature distribution. These structural 
analyses can be executed independently. For this 
simulation, we ran at 81 different time points.

Company X would not attempt to do such 
a simulation on the desktop, because of the 
amount of time it would take (roughly four days 
of computation).

Note that we did not separate out the time 
to generate the load files from the time to do 
the thermal simulation, because we did not have 
this information separated out in the desktop-
based simulations done at Company X. On our 
cluster, generating the load step files in parallel 
reduced the load step generation time from 86 
minutes to about 9 minutes.

Also note that the structural analysis can 
potentially scale linearly with the number of 
cores in an HPC system, because the analyses 
are all independent. The cluster we used had 
56 cores, so in principle we should have been 
able to reduce the structural execution time 
even further. Unfortunately, as we only had 10 
ANSYS licenses, we could only run 10 concur-
rent simulations.

Dynamic Stress Analysis

A harmonic analysis is used to determine how 
the nozzle will respond to vibration. A physical 
system such as a fuel nozzle has a set of normal 
modes, or resonant frequencies. It is important 
to confirm that the operational behavior of the 
nozzle does not cause it to be driven at one of 
its resonant frequencies, or structural failure 
is more likely. Harmonic analysis is a very 
compute-intensive task, and Company X would 

not typically attempt such a simulation on such 
a large model because of the execution time 
involved. Table 5 shows the execution time 
results. The engineers at Company X were 
not able to run the model to completion on a 
desktop: even after 4 weeks of execution, the 
simulation had not converged to a solution. 
By contrast, executing in the IBM CoD envi-
ronment, the model completed executing in 
88 minutes. Including data transfer time (219 
minutes, as in the transient analysis) brings it 
to a total of about five hours.

Advantages of a High-Speed 
Interconnect

Earlier, we mentioned the advantage of having 
a high-speed interconnect for the cluster for 
engineering simulation problems. We ran the 
thermal analysis on different numbers of cores 
on the IBM cluster, as well as a test cluster 
that we had at ISI. On our ISI cluster, we had 
gigabit Ethernet network interfaces, which 
have lower bandwidth and higher latency than 
Infiniband. Figure 7 shows the execution times 
of the thermal analysis for different scenarios. 
We can see that we get reductions in execution 
time when running up to 16 cores on the ISI 
cluster, after which the performance degrades. 
By contrast, the IBM performance improves up 
to the maximum 56 cores, although performance 
improvements are moderate.

ESTIMATED Economic Benefits

The scope of the study was too small to directly 
measure economic benefits. Instead, the com-
putational engineers estimated the potential 
benefits of access to larger computational re-
sources. We considered three classes of benefits, 
in order of increasing payoff but also increasing 
uncertainty in estimates:

• Engineering productivity increase due to 
more efficient workflow

• Risk reduction by reducing probability 
of failures

• Wider adoption of HPC within the organi-
zation (manufacturing & quality)
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Engineering Productivity Increase

The first estimate assumed a productivity in-
crease by doing the same amount of work in less 
time. Engineers at Company X worked with one 
of their customers, a large aerospace company, 
to estimate the amount of time they would save 
through the use of value stream maps (Rother 
et al., 1999). They estimated the time savings 
of using HPC for their current finite element 
analysis, which typically involves 8 iterations, 
at about 43%. In addition, they estimated the 
time savings by applying parametric tools to 
set up multi-node cases and automate the post 
processing of results to be about 76%.

Risk Reduction

One of the primary goals of the computational 
engineers is to detect and prevent “design 
escapes”: defects in the design of the nozzle 
that lead to problems when the nozzle is in 
operation. In mechanical engineering, as in 
software engineering, defects become expo-
nentially more expensive to repair the later in 
the life cycle they are detected (Boehm, 1981). 
The aim of performing these simulations is to 
identify design defects earlier in the life cycle 
so that they are less expensive to fix.

Because the computational engineers have 
a fixed amount of time that they can devote to 
analysis, they must make simplifications to their 
models when running on the desktop so that the 
analysis will complete in the time available. 
One of the potential advantages of HPC is the 
ability to run higher-fidelity simulations in the 
same amount of time, increasing the likelihood 
of identifying any design defects.

While we feel that risk reduction is a sig-
nificant potential economic benefit, because of 

data confidentiality issues, we cannot present 
the estimates of savings due to risk reduction 
in this paper.

Wider Adoption: 
Manufacturing and Quality

This study focuses on the computational engi-
neers who work on identifying design defects 
early in the lifecycle. However, many of the 
development costs associated with Company 
X’s products are due to issues in the manufac-
turing process, rather than the design process. 
Thermal analysis of the heat treatment process 
used in manufacturing could allow Company 
X to optimize the process time, increasing 
throughput and decreasing scrap and rework 
rates. The engineers estimate that productivity 
gains of 33% could be achievable if the manu-
facturing process was optimized.

Because of the uncertainties associated 
with the manufacturing process, it is impos-
sible to completely eliminate manufacturing 
defects. In the face of manufacturing variations, 
the engineers must make an assessment about 
whether a field recall is required. This requires 
extensive analysis to evaluate risks, and the use 
of higher fidelity simulations would be directly 
applicable in this case, with potential effort 
savings on the order of 80% expected.

LESSONS LEARNED

There Are Significant Potential 
Benefits From Running 
Simulations on HPC

Modern engineering software packages are 
now mature enough to run well in an HPC 

Figure	5.	Network	configuration
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environment provided a high-speed network 
interconnect is available. Our study revealed 
that the ANSYS software package showed 
performance improvements up to 56 cores, 
the maximum size of the cluster we had access 
to, when we ran a harmonic analysis on a real 
problem. Therefore, access to HPC resources 
has the potential to provide real value to solving 
engineering problems.

Preparing to Run on the Cloud 
Will Take Longer than You Expect

It takes time to get to the point where you can 
run engineering simulation jobs in a cloud-
computing environment. Legal issues related 
to contracts and software licenses can add 
substantial delays. The local IT department 
may need to make network configuration 
changes to allow access to external resources. 
Several different VPN solutions may need to be 
evaluated to determine which one works best 
with the software and network configuration. 
Software must be installed and configured for 
running parallel jobs. Doing an install on an 

HPC system takes longer than one on a desktop 
system, because of the extra configuration steps 
required to run in parallel. In particular, when 
using a high-speed interconnect like Infiniband, 
some additional configuration may be necessary 
to make sure the drivers are working and are 
compatible with the installed software.

Substantial IT Expertise is 
Required for Engineers to 
Leverage the Cloud Today

To assist the computational engineers, we had 
to install and configure ANSYS for running 
parallel jobs, install and configure resource 
management software for running many 
smaller, independent ANSYS jobs, and we had 
to write several scripts to generate the ANSYS 
command files and shell script files to run the 
simulations. In addition, we had to overcome 
technical issues related to network configura-
tion for remote access to the cloud and software 
configuration for optimized performance within 
an HPC system. All of these require a level 
of IT knowledge that a typical computational 

Table	3.	Machine	characteristics	

Desktop (Company X) Cluster (IBM CoD)

# of nodes 1 14

Processor Intel dual-core Xeon 3.8 GHz Intel dual-processor dual-core Xeon 
3.0 Ghz

RAM 12 GB 16 GB

Interconnect N/A Infiniband

Table	2.	File	transfer	times	

Size Transfer time

Input (model) file 1.7 GB 3.8 h

Transient	thermal	&	
structural	analysis

Thermal results file 46.7 GB 104.6 h

Single structural results file 3.2 GB 7.2 h

All (81) structural results 
files

259.2 GB 580.7 h

Total 262.4 GB 587.9 h

Harmonic	analysis Harmonic results file 61.1 GB 136.9 h
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Figure	6.	RemoteSimPortal	initial	view
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engineer would not necessarily possess. It is 
particularly a problem if the computational 
engineer has experience primarily with Mi-
crosoft Windows-based environments, as all 
of these tools required substantial familiarity 
with Linux-based environments.

Poor Network Connectivity 
is a Major Obstacle for 
Doing Post-Processing

From a purely technical point of view, the 
networking “last mile” problem is the most 
fundamental obstacle to running engineering 

Table	5.	Harmonic	analysis	simulation	times	

Desktop (Company X) Cluster (IBM CoD)

Harmonic analysis >4 weeks (did not finish) 88 m (1h 28m)

Data transfer 0 219 m (3h 39m)

Total >4 weeks (did not finish) 307 m (5h 7m)

Time	saved > 4 weeks

Table	4.	Transient	analysis	simulation	time	

Desktop (Company X) Cluster (IBM CoD)

Thermal analysis 1029m (17h 9m) 148 m (2h 28m)

Structural analysis 4852m (80h 52m) 328 m (5h 28m)

Subtotal (computation time) 5881m (98h 1m) 476 m (7h 56m)

Data transfer 0 219 m (3h 39m)

Total (computation+transfer) 5881m (98h 1m) 695 m (11h 35m)

Time	saved 5186 m (86h 26m)

Figure	7.	Thermal	analysis	execution	time	vs.	number	of	cores
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simulation jobs on the cloud. On this project, 
we developed a custom web-based front-end to 
work around the inadequate network bandwidth 
required for fully interactive remote post-
processing. However, most small-to-medium 
engineering companies probably do not have 
the resources to develop this type of custom 
software to use the cloud.

It would be advantageous for companies 
if they could temporarily obtain high-speed 
Internet access for running these simulations, 
but we are not aware of any such resources 
currently being offered commercially.

CONCLUSIONS AND 
FUTURE WORK

The results of our feasibility study suggests that 
cloud computing environments with HPC-like 
resources are potentially useful for performing 
computational engineering tasks, but substantial 
IT expertise is required to use them effectively 
today. In addition, if the engineering organiza-
tion lacks a high-speed Internet connection, 
then alternative post-processing strategies need 
to be pursued.

This study focused solely on estimating the 
benefits of using a cloud computing environment 
for computational engineering. For future work, 
we plan to measure the associated costs to provide 
more complete information for estimating return-
on-investment. We are also interested in explor-
ing the execution of multiphysics simulations in 
cloud environments, where simulations from 
different software packages are combined (e.g., 
finite-element analysis with ANSYS Mechanical, 
computational fluid dynamics with CD-Adapco 
STAR-CD). In addition, RemoteSimPortal is 
still under active development, and we plan to 
conduct usability studies with the engineers to 
determine how well it can substitute for local 
post-processing and to tailor the interface to 
better fit into their workflow.

This study focused on simulations being 
performed in the context of a single organiza-
tion. While each individual organization can 
potentially benefit from higher fidelity simula-
tions, we hypothesize that significant benefits 

in overall engineering productivity and product 
quality can be best achieved through simulations 
that go across organizations in the supply chain. 
Consider the case of an automobile, where the 
automobile manufacturer purchases an engine 
from a supplier, and the engine manufacturer 
purchases the nozzles for the fuel injection 
system from a supplier. Currently, the auto-
mobile manufacturer is not able to leverage the 
computer-based models employed by the engine 
manufacturer and the fuel nozzle manufacturer, 
because organizations are not necessarily will-
ing to share details of their simulations with 
customers or suppliers. However, if it were 
possible to integrate these models, then the 
automobile manufacturer would be able to run 
higher-fidelity simulations than is currently 
possible. Future work will explore the techni-
cal, social, and business challenges to identify 
how to facilitate such integrated simulations 
across a supply chain.
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